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● PEEB – an explainable and editable classifier that grounds part descriptors to visual bird/dog parts for 

more fine-grained explanations

● PEEB outperforms CLIP- and text concept-based methods in the zero-shot (ZSL) and generalized 

zero-shot (GZSL) settings.

● After fine-tuning, PEEB achieves comparable performance to SOTA black-box classifiers.

● PEEB is applicable to other domains (e.g., dogs).

Problems:
1. CLIP relies on known class names.
2. Training required for new, unseen classnames.
3. How text prompts match input images is a black-box process.

textual concept explanations operating at 
the image level

LaBo (2023), Menon & Vondrick (2023), 
FuDD (2023), PCBM (2023)

part-based prototypes represent image 
patches but not editable by humans

ProtoPNet (2019), ProtoTree (2021), TesNet 
(2021), Deformable ProtoPNet (2022)

3. PEEB Architecture

 Step 1: Define parts of interest that human experts use for identification

12 parts for birds 🦜: 

back, beak, belly, breast, crown, forehead,

eyes, legs, wings, nape, tail, and throat

6 parts for dogs 🦮:

head, body, leg, tail, 

muzzle, and ear.

 Step 2: Prompt GPT-4 for descriptors

● A bird has 12 parts: back, beak, belly, breast, 

crown, forehead, eyes, legs, wings, nape, tail 

and throat. Visually describe all parts of 

{class name} bird in a short phrase in bullet 

points using the format ‘part: short phrase’

● A dog has 6 parts: head, body, legs, tail, 

muzzle and ears. Visually describe all parts of 

{class name} dog in a short phrase in bullet 

points using the format ‘part: short phrase’

 Step 3: Collect data for large-scale pre-training – Bird-11K

Filtering process
● OWL-ViT → bird bounding boxes → removed if the 

boxes < 100x100 pixel.
● General class names (e.g., Cardinal) are removed 

while specific ones are kept (e.g., Yellow Cardinal 
or Northern Cardinal)

Data splits
● GZSL: Excluding test sets only (images)
● ZSL: Excluding all classes (images + descriptors)

Step 4: Pre-train PEEB to (1) match image to part descriptors and (2) detect object parts

image to part descriptors object parts detection

#1. CLIP-based classifiers depend mostly on class names (not part descriptors)

#2. Pre-trained PEEB outperforms CLIP-based 
classifiers and text concept-based classifiers on 
GZSL setting; and generalizes to traditional ZSL

#3. Fine-tuning yields competitive explainable classifiers on bird and dog domains

#4. PEEB is editable to add new unseen classes
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